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APPENDICES 

Appendix A. Detailed Simulations Results Reported in the Supplementary Material 
for the Biometrics Publication 

  



1 Appendix A: Detailed simulation results re-

ported in the supplementary material for

the Biometrics publication

We conducted a simulation study to verify the theoretical results derived

in the Biometrics publications for visit processes with reasonable degrees of

informativeness and to compare the results using a log link to a more natural

logit link, namely

P(Rit = 1 | bi) = 1/[1 + exp{−(µit + γTitbi)}]. (1)

To do so, we simulated data with two different outcome distributions and used

a common longitudinal data model, incorporating a subject-specific “time”

variable, x1, a treatment variable, x2, which is 1 for a treatment group and

zero otherwise, and a time by treatment interaction variable, x3 = x1 × x2.

We incorporate the random slopes as slopes over time (and so associated

with x1):

Yit | bi ∼ independent N (E[Yit | bi], σ2
ε ) i = 1, . . . ,m; t = 1, . . . , ni

E[Yit | bi] = (β0 + b0i) + (β1 + b1i)x1it + β2x2i + β3x3it (2)

bi ∼ i.i.d. N (0,Σb),
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with var(b0i) = σ2
0, var(b1i) = σ2

1, and cov(b0i, b1i) = σ01. For this model, the

tth row of of Zi is given by zTit = (1 x1it).

The first model was a linear mixed model, (2), with covariances for b0i, b1i,

and εit of σ2
0 = σ2

1 = σ2
ε = 1, σ01 = 0 or 0.5, and fixed effect parameters

βk = k. Using common random numbers, we simulated informativeness using

log link and using the informative visit models given by (6) and (7) of the

main report. We simulated 3000 subjects with up to 25 visits per subject,

though the number of subjects in any simulation replication was much lower

because many subjects have no visits.

We also simulated data from a logistic model, that is a logit link and

Bernoulli distribution instead of the normal distribution in (2), again under

both a logit and log link informative visit process and using parameters

β0 = −1, β1 = 0.5, β2 = 1, β3 = 0.5, σ2
0 = σ2

1 = 1, σ01 = 0 or 0.5, and using

3000 subjects and up to 10 visits.

We simulated data ranging from no “informativeness” to a high degree

of informativeness. To determine the upper range of informativeness we

aimed to have about a five-fold ratio of P (Rit = 1 | bi) as the random effect

distribution in (??) ranged from its 25th to 75th percentiles. This would

lead to more than a 10-fold ratio going from an observation that is one

standard deviation below normal compared to an observation that is one

standard deviation above normal and more than a 100-fold ratio comparing

observations two standard deviations below to two standard deviations above

normal.
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Our first informative visit model has dependence on the conditional mean

of Y :

logP (Rit = 1 | bi) = α + δE[Yit|bi]. (3)

Using the outcome model described above, the standard deviation of E[Yit|bi]

is a little less than 2.5. To achieve the five-fold ratio would require δ of about

0.6. Accordingly we simulated values of δ of 0, 0.25, 0.5, and 0.75 and used

α = −5 for the linear mixed model and α = −1 for the Bernoulli outcome

model.

Our second informative visit model, which we used only for the linear

mixed model, has dependence directly on the random effects:

logP (Rit = 1 | bi) = µ+ γ0b0i + γ1b1i. (4)

In this model, if γ0 = γ1 = γ and if the random effects were uncorrelated

then the value of γ giving a five-fold difference would be 0.84. Accordingly,

for this model we simulated values of γl = 0, 0.5 or 1, σ01 = 0 or 0.5 and we

used µ = −4.

Under each of these scenarios we fit a random intercepts and slopes model

(allowing separate variances and a covariance) using maximum likelihood

and also fit an independence generalized estimating equations approach (i.e.,

ordinary least squares fit for the linear mixed model or logistic regression fit

for the Bernoulli model). For the simulations under the conditional mean

informative model we also included a quadratic term in x1 to accommodate
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the functional dependence noted in the main publication. All simulations

were conducted in Stata 13.1 (StataCorp, College Station, TX) and used 500

replications.

The tables in this Appendix give the estimated mean values of the param-

eters and standard errors from the simulations. They are organized first by

the outcome simulation process: linear mixed model or logistic mixed model.

Within the linear mixed model section they are next organized by the infor-

mative visit process: conditional mean or random effects dependence. For

the logit link we report on only the conditional mean dependence. Individual

tables show the influence of varying the informativeness of the process as well

as the effect of the log versus the logit link for the informative visit process for

linear mixed models or the estimation method (maximum likelihood versus

generalized estimating equations) for the logistic outcome models.

The main report gave limited simulation results for confidence interval

coverage in its Table 2. That simulation was for the linear mixed model

described above with the logit link outcome dependent visit process and the

correlation between the random effects of ρ = 0. Coverage was calculated for

Wald-based confidence intervals using model based standard errors.
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1.1 Linear mixed model for the outcome

1.1.1 Conditional mean informative visit process

Table 1:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + δE[Y |b],

Fitting method: maximum likelihood
Random effects: corr(b0i, b1i)=0

Informative Simulated mean parameter estimates
Visit Process (SEs as subscripts)

δ β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3) x21 coeff.

log link

0 0.0010.004 0.9850.010 1.9950.003 3.0040.010 −0.0310.035

0.25 0.2350.004 0.9850.010 1.9970.003 3.0090.010 0.2270.031

0.50 0.4420.004 0.9870.012 1.9530.004 2.9750.012 0.5290.026

0.75 0.5950.004 0.9340.012 1.8620.004 2.9430.013 0.6630.017

logit link

0 0.0000.004 0.9840.010 1.9950.003 3.0030.010 −0.0270.035

0.25 0.2350.004 0.9820.010 1.9960.003 3.0080.010 0.2220.031

0.50 0.4400.004 0.9780.012 1.9500.004 2.9650.012 0.4930.027

0.75 0.6000.004 0.9120.012 1.8590.004 2.9290.013 0.5430.018
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Table 2:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + δE[Y |b],

Fitting method: GEE (independence working correlation)
Random effects: corr(b0i, b1i)=0

Informative Simulated mean parameter estimates
Visit Process (SEs as subscripts)

δ β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3) x21 coeff.

log link

0 0.0000.004 0.9820.010 1.9940.003 3.0060.010 −0.0220.035

0.25 0.2510.004 0.9860.010 2.0040.003 3.0140.010 0.2340.032

0.50 0.4990.004 0.9990.012 1.9960.004 2.9900.012 0.5640.028

0.75 0.7560.004 0.9780.013 1.9980.004 3.0000.013 0.6190.017

logit link

0 0.0000.004 0.9810.010 1.9940.003 3.0050.010 −0.0200.035

0.25 0.2490.004 0.9830.010 2.0030.003 3.0010.011 0.2300.032

0.50 0.4940.004 0.9810.012 1.9890.004 2.9730.012 0.5080.029

0.75 0.7400.004 0.8990.013 1.9690.004 2.9370.013 0.4310.020

To demonstrate that fitting a quadratic effect in time actually had little effect

on the bias results we reproduce the results in Tables 1 and 2 but without

the quadratic term. Comparing Table 1 with Table 3 or Table 2 with Table

4 shows no appreciable difference.
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Table 3:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + δE[Y |b],

Fitting method: maximum likelihood, no quadratic term
Random effects: corr(b0i, b1i)=0

Informative Simulated mean parameter estimates
Visit Process (SEs as subscripts)

δ β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3)

log link

0 −0.0060.003 0.9870.010 2.0010.003 3.0160.090

0.25 0.2550.003 0.9990.010 1.9980.003 3.0170.010

0.50 0.4830.004 1.0050.011 1.9500.004 3.0370.011

0.75 0.6390.004 0.9790.013 1.8570.004 3.0550.014

logit link

0 −0.0060.003 0.9890.010 2.0010.003 3.0170.090

0.25 0.2530.003 0.9960.010 1.9980.003 3.0150.010

0.50 0.4790.004 0.9910.011 1.9470.004 3.0230.011

0.75 0.6360.004 0.9470.013 1.8570.004 3.0130.014
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Table 4:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + δE[Y |b],

Fitting method: GEE (independence working correlation), no quadratic term
Random effects: corr(b0i, b1i)=0

Informative Simulated mean parameter estimates
Visit Process (SEs as subscripts)

δ β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3)

log link

0 −0.0060.003 0.9870.010 2.0010.003 3.0150.090

0.25 0.2720.003 0.9970.010 1.9960.003 3.0200.010

0.50 0.5430.004 1.0170.011 1.9940.004 3.0530.011

0.75 0.7980.004 1.0220.014 1.8940.004 3.1020.014

logit link

0 −0.0070.003 0.9880.010 2.0010.003 3.0160.090

0.25 0.2700.003 0.9940.010 1.9950.003 3.0170.010

0.50 0.5340.004 0.9950.011 1.9870.004 3.0290.011

0.75 0.7680.004 0.9330.014 1.9680.004 3.0040.014
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Table 5:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + δE[Y |b],

Fitting method: maximum likelihood
Random effects: corr(b0i, b1i)=0.5

Informative Simulated mean parameter estimates
Visit Process (SEs as subscripts)

δ β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3) x21 coeff.

log link

0 0.0060.004 0.9970.010 1.9990.003 2.9990.010 −0.0500.037

0.25 0.2350.004 1.2210.010 1.9930.003 3.0190.011 0.2130.032

0.50 0.4440.004 1.4090.011 1.9500.004 2.9440.012 0.4450.026

0.75 0.5970.004 1.4980.013 1.8440.004 2.8030.013 0.4720.017

logit link

0 0.0060.004 0.9970.010 1.9990.003 2.9960.010 −0.0570.038

0.25 0.2330.004 1.2160.010 1.9930.003 3.0220.011 0.2130.033

0.50 0.4420.004 1.3950.011 1.9470.004 2.9310.012 0.4040.026

0.75 0.6010.004 1.4700.013 1.8430.004 2.7880.013 0.3680.018
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Table 6:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + δE[Y |b],

Fitting method: GEE (independence working correlation)
Random effects: corr(b0i, b1i)=0.5

Informative Simulated mean parameter estimates
Visit Process (SEs as subscripts)

δ β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3) x21 coeff.

log link

0 0.0060.004 0.9940.010 2.0000.003 2.9970.010 −0.0550.037

0.25 0.2490.004 1.2360.010 2.0010.003 3.0320.011 0.2330.033

0.50 0.5020.004 1.4920.011 2.0000.004 3.0080.012 0.5100.028

0.75 0.7790.005 1.7010.013 1.9920.004 2.9890.014 0.3440.020

logit link

0 0.0060.004 0.9950.010 2.0000.003 2.9970.010 −0.0560.037

0.25 0.2470.004 1.2340.010 2.0000.003 3.0300.011 0.2200.033

0.50 0.4980.005 1.4600.011 1.9910.004 2.9820.012 0.4280.029

0.75 0.7570.005 1.5860.013 1.9580.004 2.8870.014 0.1780.021
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1.1.2 Random effects informative visit process

Table 7:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + γ0b0 + γ1b1,

Fitting method: maximum likelihood
Random effects: corr(b0i, b1i)=0

Info Visit Process Simulated mean parameter estimates (SEs as subscripts)
γ0 γ1 β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3)

log link

0 0 0.0100.005 0.9860.009 1.9850.007 3.0100.012

0.5 0 0.4350.005 0.9570.008 2.0060.006 2.9970.011

1 0 0.8240.005 0.9010.008 1.9890.006 3.0080.011

0 0.5 −0.0530.005 1.5260.008 2.0000.007 3.0000.012

0.5 0.5 0.3600.005 1.4930.008 1.9980.007 3.0020.012

1 0.5 0.7340.005 1.4180.008 1.9970.007 3.0010.011

0 1 −0.1280.005 2.0260.008 2.0050.007 2.9960.011

0.5 1 0.2670.005 1.9780.009 2.0010.007 2.9990.008

1 1 0.6380.005 1.8840.008 1.9950.007 3.0060.011

logit link

0 0 0.0100.005 0.9860.009 1.9850.007 3.0110.012

0.5 0 0.4280.005 0.9590.008 2.0060.006 2.9950.011

1 0 0.8100.005 0.9090.008 1.9890.006 3.0090.011

0 0.5 −0.0520.005 1.5150.008 2.0010.007 2.9990.012

0.5 0.5 0.3580.005 1.4790.008 1.9980.007 3.0030.012

1 0.5 0.7270.005 1.4070.008 1.9950.007 3.0060.011

0 1 −0.1170.005 1.9940.009 2.0030.007 3.0040.011

0.5 1 0.2730.005 1.9480.009 2.0000.007 2.9970.011

1 1 0.6370.005 1.8610.008 1.9950.007 3.0040.011
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Table 8:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + γ0b0 + γ1b1,

Fitting method: GEE (independence working correlation)
Random effects: corr(b0i, b1i)=0

Info Visit Process Simulated mean parameter estimates (SEs as subscripts)
γ0 γ1 β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3)

log link

0 0 0.0130.005 0.9810.009 1.9830.007 3.0140.012

0.5 0 0.4990.005 0.9980.009 2.0060.007 2.9980.013

1 0 1.0040.005 0.9970.009 1.9860.007 3.0160.012

0 0.5 0.0030.005 1.4960.009 2.0010.007 2.9970.012

0.5 0.5 0.4990.005 1.4980.009 1.9980.007 3.0080.013

1 0.5 0.9910.005 1.5040.009 1.9960.008 3.0050.012

0 1 0.0080.005 1.9860.009 1.9960.007 3.0170.012

0.5 1 0.4980.005 2.0080.010 2.0020.008 2.9940.013

1 1 0.9840.006 1.9730.008 1.9910.008 3.0220.012

logit link

0 0 0.0120.005 0.9820.009 1.9830.007 3.0150.012

0.5 0 0.4880.005 0.9960.009 2.0060.007 2.9970.013

1 0 0.9620.005 0.9990.009 1.9850.007 3.0170.012

0 0.5 0.0030.005 1.4850.009 2.0010.007 2.9960.013

0.5 0.5 0.4870.005 1.4800.009 1.9970.007 3.0090.013

1 0.5 0.9440.005 1.4770.009 1.9940.008 3.0100.012

0 1 0.0080.005 1.9450.009 1.9970.007 3.0160.013

0.5 1 0.4740.005 1.9570.010 2.0000.008 2.9980.013

1 1 0.9200.005 1.9140.009 1.9910.008 3.0190.013
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Table 9:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + γ0b0 + γ1b1,

Fitting method: maximum likelihood
Random effects: corr(b0i, b1i)=0.5

Info Visit Process Simulated mean parameter estimates (SEs as subscripts)
γ0 γ1 β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3)

log link

0 0 0.0040.005 0.9970.009 1.9990.007 3.0000.013

0.5 0 0.4080.005 1.2020.009 2.0000.007 3.0070.012

1 0 0.7720.005 1.3480.008 2.0020.006 2.9810.011

0 0.5 0.1580.005 1.4900.009 2.0040.007 3.0110.012

0.5 0.5 0.5390.005 1.6610.008 1.9950.006 3.0090.012

1 0.5 0.8630.005 1.7790.008 2.0040.006 3.0000.011

0 1 0.2810.005 1.9630.009 1.9970.007 2.9970.012

0.5 1 0.6220.005 2.0870.009 1.9930.007 3.0010.011

1 1 0.9350.005 2.1600.008 2.0010.007 3.0040.012

logit link

0 0 0.0020.005 0.9990.009 2.0020.007 2.9950.013

0.5 0 0.4030.005 1.1970.009 1.9970.007 3.0120.012

1 0 0.7610.005 1.3470.008 2.0020.007 2.9810.011

0 0.5 0.1560.005 1.4820.009 2.0020.007 3.0120.012

0.5 0.5 0.5330.005 1.6480.008 1.9940.006 3.0120.012

1 0.5 0.8530.005 1.7740.009 20060.006 2.9950.012

0 1 0.2830.005 1.9410.009 1.9990.007 2.9940.012

0.5 1 0.6220.005 2.0620.009 1.9910.007 3.0040.012

1 1 0.9340.005 2.1370.009 2.0020.007 3.0050.012

14



Table 10:
Outcome model: linear mixed model
Informative visit model:
log(P (Rit = 1)) or logit(P (Rit = 1)) = −5 + γ0b0 + γ1b1,

Fitting method: GEE (independence working correlation)
Random effects: corr(b0i, b1i)=0.5

Info Visit Process Simulated mean parameter estimates (SEs as subscripts)
γ0 γ1 β0 (true=0) β1 (true=1) β2 (true=2) β3 (true=3)

log link

0 0 0.0060.005 0.9930.009 1.9990.007 2.9980.014

0.5 0 0.4970.006 1.2520.010 1.9950.007 3.0180.013

1 0 0.9960.005 1.5080.009 2.0020.008 2.9710.013

0 0.5 0.2480.005 1.4900.010 2.0050.007 3.0110.014

0.5 0.5 0.7560.005 1.7450.009 1.9950.007 3.0010.014

1 0.5 1.2450.006 1.9780.009 1.9970.008 3.0000.013

0 1 0.5060.006 1.9940.010 1.9970.008 2.9970.014

0.5 1 0.9950.006 2.2310.010 1.9870.008 3.0080.014

1 1 1.4260.006 2.43‘0.010 2.0000.009 3.0040.014

logit link

0 0 0.0050.005 0.9950.009 2.0000.007 2.9950.014

0.5 0 0.4870.006 1.2440.010 1.9940.008 3.0190.014

1 0 0.9570.005 1.4840.010 1.9990.007 2.9760.013

0 0.5 0.2420.005 1.4780.010 2.0050.007 3.0110.014

0.5 0.5 0.7290.005 1.7190.009 1.9960.007 3.0010.014

1 0.5 1.1680.005 1.9220.010 2.0000.008 2.9970.014

0 1 0.4870.006 1.9540.010 1.9990.008 2.9950.014

0.5 1 0.9350.006 2.1590.010 1.9880.008 3.0090.014

1 1 1.3270.006 2.3190.011 1.9980.008 3.0100.015
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1.2 Logistic mixed model for the outcome

1.2.1 Conditional mean informative visit process

Table 11:
Outcome model: logistic mixed model
Informative visit model: logit(P (Rit = 1)) = −1 + δE[Y |b],
Fitting method:

maximum likelihood or GEE (independence working correlation)
Random effects: corr(b0i, b1i)=0

Visit Simulated mean parameter estimates
Parameter (SEs as subscripts)

δ β0 (true=-1) β1 (true=0.5) β2 (true=1) β3 (true=0.5) x21 coeff.

ML

0 −1.0010.003 0.4990.006 1.0050.002 0.5020.006 −0.0020.017

0.25 −0.8500.003 0.4970.006 0.9860.002 0.4960.006 0.1650.018

0.50 −0.6940.003 0.4780.006 0.9430.002 0.4850.007 0.3590.018

0.75 −0.5290.003 0.4610.007 0.8870.002 0.4610.007 0.4390.018

GEE

0 −0.8430.002 0.4040.004 0.8370.002 0.4020.004 0.0810.014

0.25 −0.6760.002 0.3970.005 0.8240.002 0.4020.004 0.1830.015

0.50 −0.5140.002 0.3830.005 0.7940.002 0.3900.005 0.3030.015

0.75 −0.3550.003 0.3640.006 0.7560.002 0.3680.005 0.3320.014
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Table 12:
Outcome model: logistic mixed model
Informative visit model: logit(P (Rit = 1)) = −1 + δE[Y |b],
Fitting method:

maximum likelihood or GEE (independence working correlation)
Random effects: corr(b0i, b1i)=0.5

Visit Simulated mean parameter estimates
Parameter (SEs as subscripts)

δ β0 (true=-1) β1 (true=0.5) β2 (true=1) β3 (true=0.5) x21 coeff.

ML

0 −1.0030.003 0.5110.006 1.0040.002 0.4960.006 0.0130.017

0.25 −0.8510.003 0.6420.006 0.9800.002 0.4770.006 0.1920.017

0.50 −0.6870.003 0.7830.007 0.9400.002 0.4180.006 0.2680.019

0.75 −0.5360.003 0.8770.007 0.8890.003 0.3440.007 0.3540.019

GEE

0 −0.8450.002 0.5270.004 0.8360.002 0.2900.004 0.0060.014

0.25 −0.6780.002 0.6500.005 0.8170.002 0.2720.005 0.1060.015

0.50 −0.5100.002 0.7560.005 0.7920.002 0.2400.005 0.1300.016

0.75 −0.3580.003 0.8230.005 0.7560.002 0.1890.005 0.1590.015




